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Executive summary

The public sector is about to enter into the “third wave” of artificial intelligence (AI), according to the 
Defense Advanced Research Projects Agency (DARPA). Agencies are preparing to move beyond 

“reasoning over narrowly defined problems” (the first wave) and “nuanced classification and predic-
tion capabilities” (the second wave) toward “AI that understands and reasons in context.”1 

The last two words of that sentence–”in context”–are critical. To advance to the third phase, 
machines must be able to understand the context in which they are making decisions — and be able to 
show users how they came to their conclusions. 

While today’s predictive analytics and AI capabilities can provide valuable insights and actionable 
intelligence, public sector agencies need more. They must be confident that the AI is coming to the 
correct conclusions within the context of the data that it is being fed. 

The “black box” aspect of AI may give some government agencies pause. From national defense 
to healthcare and beyond, the data modeling being done in the public sector is too important and 
impacts too many people for the processes behind the modeling to remain a mystery. Agencies need 
to understand how their technology is coming to certain conclusions, providing citizens and patients 
with assurances that their data analysis processes are being performed in the most transparent  
ways possible. 

Gaining better visibility into the AI process can improve “explainable AI”–the ability for machines to 
clearly demonstrate and explain the rationale behind their recommendations–leading to increased 
trust in the systems.2 Agencies can now get closer than ever before to this ultimate goal by: 

 � Bringing together teams with different talents and expertise to build solutions that meet this cri-
teria, similar to the creation of DevOps teams.

 � Creating AI solutions on stable, trusted, and open platforms that allow public sector organizations 
to gain better visibility into AI data modeling and analysis processes while minimizing uncertainty 
and risk.

In this whitepaper, we will examine how open source software, along with the core cultural tenets of 
the open source community, can help the public sector achieve its AI objectives. With the right com-
bination of technology and development methodology, agencies can build more transparent AI solu-
tions, faster, resulting in greater efficiencies and more accurate and trusted decisions.

 1 TechRadar, “Ushering in the third wave of AI,” February 20, 2020.

 2 Dr. Matt Turek, “Explainable Artificial Intelligence.” Defense Advanced Research Projects Agency. Accessed June 2020.

http://linkedin.com/company/red
https://www.techradar.com/news/ushering-in-the-third-wave-of-ai
https://www.darpa.mil/program/explainable-artificial-intelligence
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AI in the public sector: A baseline for excellence, yet ethical questions remain

The importance of AI is felt throughout the public sector. The healthcare industry is investigating 
how to use AI to diagnose diseases and in other aspects of patient care.5 State and local agencies are 
using AI to minimize repetitive tasks so their workers can focus on providing more value-added ser-
vices to citizens.6

AI is becoming particularly prevalent in the defense industry. The Joint Artificial Intelligence 
Center (JAIC), for example, was created by the Department of Defense (DoD) to form a Center of 
Excellence (CoE) that aligns with the White House’s belief that “a CoE model can be an important 
mechanism for agencies to share AI expertise and best practices.”7 

Using open source technologies, the JAIC built a Joint Common Foundation (JCF) platform that 
provides DoD stakeholders with the ability to access the software and contribute to the program. 
The JAIC also employs agile development processes, including DevSecOps best practices, to main-
tain and build the platform.

AI has the potential to 

deliver additional global 

economic activity of around 

US$13 trillion by 2030.3

US$13T 51%
of enterprises indicate 

that their current AI 

infrastructure will not be able 

to meet future demands.4

Figure 1. Enterprises are investing in platforms for artificial intelligence (AI) and machine learning (ML)

 3 McKinsey Global Institute, “Notes from the AI frontier: Modeling the impact of AI on the world economy,”  
September 2018.

 4 451 Research’s Voice of the Enterprise: AI & Machine Learning, Infrastructure 2020.

 5 U.S. National Laboratory of Medicine, National Institutes of Health, “The potential for artificial intelligence in healthcare,” 
June 2019.

 6 StateTech, “How AI-based tech improves state and local government,” June 26, 2019.

 7 The White House Office of Science and Technology, “Summary of the 2019 White House Summit on Artificial 
Intelligence in Government,” September 9, 2019.

http://linkedin.com/company/red
https://www.mckinsey.com/featured-insights/artificial-intelligence/notes-from-the-ai-frontier-modeling-the-impact-of-ai-on-the-world-economy
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC6616181/
https://statetechmagazine.com/article/2019/06/how-ai-based-tech-improves-state-and-local-government
https://www.whitehouse.gov/wp-content/uploads/2019/09/Summary-of-White-House-Summit-on-AI-in-Government-September-2019.pdf
https://www.whitehouse.gov/wp-content/uploads/2019/09/Summary-of-White-House-Summit-on-AI-in-Government-September-2019.pdf
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Yet while the JAIC is providing a stable baseline framework for the development and implementa-
tion of AI solutions, agencies will still need to introduce their own AI projects. The DoD is encouraging 
developers to consider the ramifications of “ethical AI” when working on these projects.8 These stan-
dards include the ability to trace and understand how the AI systems came to its conclusions. Per the 
Defense Innovation Board:

DoD’s engineering discipline should be sufficiently advanced such that technical experts 
possess an appropriate understanding of the technology, development processes, and opera-
tional methods of its AI systems, including transparent and auditable technologies, data sources, 
and design procedure and documentation.9

To solve this challenge–to increase transparency and visibility in the actual process through which AI 
makes recommendations–public sector agencies should continue to use open source software and 
methodologies to implement AI responsibly, effectively, and ethically.

Open source software as an explainable AI-enabler

Building a trusted AI system is essential for enabling a wide swath of people, from the warfighter to 
frontline hospital workers. They all need to make quick decisions, and they may rely on AI to provide 
the needed information for those decisions. But they also need assurance that those conclusions are 
correct and were made free of bias. Understanding the process that went into the AI, how specifically 
it came to a calculation, can help users feel more confident that the solutions they are being pre-
sented with are the right solutions.

Closed, proprietary software can make this process difficult. By design, proprietary software tends 
to be very opaque. The developers do not want to give away their secrets. As such, it is exceedingly 
difficult to tell how a piece of software actually works–the paths that it takes to process and analyze 
data, from ingestion to recommendation. Without understanding the process, it can be difficult to 
achieve trusted, explainable AI.

Open source is different. True to its name, open source software is built on the concept of trans-
parency. Where proprietary software makes its decision-making pathways unknown to users, open 
source software allows users to see how a particular data set led to a specific conclusion. This visibil-
ity helps agencies better understand how their AI processed and analyzed the data, and how it came 
to its recommendations.

Thanks to its flexibility, open source software allows developers to continually iterate and build upon 
existing applications–work that can lead to truly explainable AI. For example, Red Hat has worked 
with CognitiveScale, which specializes in tackling black box AI issues, to create trusted, explainable AI 
using Red Hat® OpenShift®.10 This type of collaboration is rare in the proprietary software industry.

While open source cannot solve the black box problem entirely (yet), it can help agencies better 
understand how their tools are using and processing information. This ability will prove important as 
federal and state and local agencies strive to remain compliant with regulations that require trans-
parency into their AI processes.

 8 U.S. Department of Defense, “DOD adopts ethical principles for artificial intelligence,” February 24, 2020.

 9 Defense Innovation Board, “AI principles: Recommendations on the ethical use of artificial intelligence by the Department 
of Defense,” October 31, 2019.

 10 Red Hat, “Building trusted AI applications on Red Hat OpenShift enterprise Kubernetes platform,” April 9, 2020.

http://linkedin.com/company/red
https://www.defense.gov/Newsroom/Releases/Release/Article/2091996/dod-adopts-ethical-principles-for-artificial-intelligence/
https://media.defense.gov/2019/Oct/31/2002204458/-1/-1/0/DIB_AI_PRINCIPLES_PRIMARY_DOCUMENT.PDF
https://media.defense.gov/2019/Oct/31/2002204458/-1/-1/0/DIB_AI_PRINCIPLES_PRIMARY_DOCUMENT.PDF
https://www.openshift.com/blog/building-trusted-ai-applications-on-red-hat-openshift-enterprise-kubernetes-platform
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Bringing teams together with DevOps

The software is only the beginning. Agencies still need people who can interpret the information that 
the AI provides and execute upon those recommendations. 

Making AI work for government agencies will require collaboration from different teams so their 
collective work can be shared and democratized for the good of their agencies. By breaking down 
barriers between teams, organizations can also avoid the challenges detailed in the seminal paper 

“Hidden Technical Debt in Machine Learning Systems.” The paper posits that the hard lines between 
machine learning (ML) research and engineering can create “cultural debt.”11 It states: 

It is important to create team cultures that reward deletion of features, reduction of complexity, 
improvements in reproducibility, stability and monitoring to the same degree that improvements 
in accuracy are valued. In our experience, this is most likely to occur within heterogeneous teams 
with strengths in both ML research and engineering.11

Essentially, organizations will need to deploy a new form of DevOps. In this model, data scientists 
and engineers work together with developers and operations managers to create solutions and solve 
challenges related to AI, including questions related to explainability and ethics. Their work will be 
instrumental in helping agencies understand the integrity of their data, what information to feed into 
their systems, how the systems interpret that information, how to use information to achieve mission 
objectives, and how to develop and deliver AI-powered applications.

While DevOps did not originate in the open source community, it shares many of the community’s 
core tenets. DevOps and open source developers value the power of collaboration, agility, and flex-
ibility. Indeed, open source software development is a key component of DevOps because it allows 
developers and operations managers to use multiple tools and technologies across common plat-
forms, essentially bringing those teams closer together. 

That mentality can be applied to the new form of DevOps. Agencies can employ the open source 
principles of teamwork and rapid innovation to bring together talented people with different experi-
ences to create better AI solutions. 

Combining this core cultural aspect of open source with a trusted and stable open source technol-
ogy platform can help public sector organizations get closer to their goal of creating a sophisticated, 
trustworthy, and explainable AI system. 

Why the time is right for AI in the public sector

We have explained how open source technologies can help illuminate the black box aspect of AI, and 
we have addressed how open source methodologies can be used to bring teams together to create 
smarter AI solutions. But there are other obstacles to AI adoption within the public sector, including a 
big one that open source could also address: the effective use of data.

 11 Google Inc., “Hidden Technical Debt in Machine Learning Systems,” 2014.

http://linkedin.com/company/red
https://papers.nips.cc/paper/5656-hidden-technical-debt-in-machine-learning-systems.pdf
https://papers.nips.cc/paper/5656-hidden-technical-debt-in-machine-learning-systems.pdf
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When the World Economic Forum (WEF) outlined five challenges for government adoption of AI, 
“effective use of data” was at the very top.12 According to the WEF:

IBM estimated in 2017 that 90% of the world’s data had been created in the past two years.  
The problem is, our organizations, both public and private, were not created to handle and take 
advantage of this volume and variety of data. Most organizations have a very rudimentary under-
standing of their data assets (i.e., the data they hold and the infrastructure that holds that data) 
and trying to answer even basic questions such as how many databases exist within the organiza-
tion, which database contains what information, or how data is collected in the first place, can  
be challenging.12 

In other words, the sheer complexity of understanding, managing, and analyzing data is an enormous 
challenge for organizations. But two important advancements offer hope that now is the right time 
for AI in the public sector.

First, organizations now have the ability to run complex workloads on single platforms instead of 
within silos. Standard open source platforms like Red Hat OpenShift allow users to run complex 
workloads on a single platform. This ability creates data democratization, allowing multiple  
teams to access and interpret the same information and gain a better understanding of their  
organization’s data.

Second, agencies can now perform resource-intensive operations on commodity hardware they may 
already have in place. There is no longer a need for expensive proprietary systems. Organizations 
can run complex computations simply by overlaying an open source platform on whatever hardware 
they are currently using. This ability is a massive leap forward for organizations that may be operating 
legacy systems or using a number of different tools from various vendors.

All of these advancements–more explainable AI, breaking down data segments, and performing 
large-scale data calculations on commodity hardware–have been made possible by open source 
technologies. Indeed, open source is bringing public sector organizations to the cusp of what is pos-
sible with AI. 

How Red Hat is powering AI

Red Hat is engaged in a number of initiatives to help public sector organizations realize the poten-
tial for each of the aforementioned advancements. These initiatives focus on implementing AI 
solutions that lead to actionable intelligence which, in turn, supports fast, accurate, and reliable 
decision-making. 

 � Open Data Hub. Built on Red Hat OpenShift, the Open Data Hub provides a centralized self-ser-
vice solution that government agencies can use to develop their own analytic and data science 
workloads. It provides a set of predefined AI models that organizations can use to launch, monitor 
and manage their own AI initiatives, making it an ideal starting point for the development of inno-
vative and explainable AI systems.

 12 World Economic Forum, “5 challenges for government adoption of AI,” August 16, 2019.

http://linkedin.com/company/red
https://www.redhat.com/en/technologies/cloud-computing/openshift
https://opendatahub.io/
https://www.weforum.org/agenda/2019/08/artificial-intelligence-government-public-sector/
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 � Israel’s Ministry of Defense. The Ministry used Red Hat OpenShift to create an “AI-as-a-Service” 
platform that allowed their data scientists to experiment and deliver models into production itera-
tively through self-service and automation. They are using the service to run massive machine 
learning pipelines automatically and improve those models. 

 � HCA Healthcare. Clinicians, data scientists, and technologists use Red Hat solutions for real-time 
predictive analytics and data insights to more accurately and rapidly detect sepsis, a potentially 
life-threatening condition.

Red Hat’s efforts stretch from the halls of federal agencies to the streets of local municipalities. Our 
solutions support the work that enables the Internet of Things (IoT) and 5G technologies, which 
power smart cities and other edge use cases.13 

Indeed, edge computing will likely be AI’s next frontier. As the number of connected devices contin-
ues to expand–across the battlefield, within autonomous vehicles, inside street lights, and more–data 
science at the edge will become increasingly important. Decisions will need to be made in real-time 
at each connection point, and they will need to be supported by thorough, trustworthy explanations 
that can easily be understood by human beings. 

Red Hat will be there to support this effort through open source platforms that bring real-time intel-
ligence to data and shine a brighter light on AI’s black box–wherever that box resides.

To learn more about AI and how Red Hat can help your agency ride AI’s third wave, contact your  
Red Hat representative or read about AI and ML on Red Hat OpenShift.

 13 Red Hat, “From the core to the edge: How Red Hat is helping to drive accelerated AI into the mainstream,”  
November 5, 2019.
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